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For more than 40 years, the multiple-
choice examination has been the stan-
dardized assessment tool used in the 

certification process of OSH professionals 
(Wright, Turnbeaugh, Weldon, et al., 2015). The 
use of a multiple-choice exam to award a cre-
dential, however, has been criticized by many 
OSH professionals. This may be primarily due to 
a perception that relates to their previous aca-
demic experience with multiple-choice exams 
and a misunderstanding of the science behind 
the development of such exams.

The use of standardized tests clearly ensures a 
consistent and rapid method of scoring, but the 
use of such tests is legally defensible only if the test 
is developed through a systematic, psychometric 
process that objectively measures the relevant skills 
and knowledge of the individuals being assessed 
(Wright, et al., 2015). These exams are not, as many 
perceive, developed solely by individual certificants 
intending to make the test questions as hard or as 
trivial as possible.

Components of High-Quality Certification Examinations
The process of establishing and delivering a high-

quality certification examination involves several 
steps and many subject matter experts (SMEs), as 
well as extensive statistical evaluation. The process 
must generate an examination that is valid, reliable, 
fair and practical. Each component plays a role in 
the development of a high-quality examination for 
the certification process (Figure 1, p. 46).

Valid
Validity is “the degree to which a test measures 

the learning outcomes it purports to measure” 
(Brame, 2013). Put another way, validity deter-
mines if the exam actually reflects whether the 
minimally qualified candidate possesses the ap-
propriate knowledge and skills identified for the 
credential. Because multiple-choice questions 
generally take less time to complete than essay 
questions, multiple-choice exams can provide 
a wide variety of questions on a broad range of 
topics representing all aspects of the knowledge 
and skills expected from the minimally qualified 
candidate to qualify for the credential (Brame, 
2013). Having the ability to evaluate this broad 
range of subject areas and skills increases the as-
sessment’s validity.

Reliable
Reliability is defined as “the degree to which a 

test consistently measures a learning outcome” 
(Brame, 2013). Reliability also can be expressed as 
a measure of correlation between different exam 
questions, also called items, that measure a partic-
ular knowledge or skill. The use of multiple-choice 
questions to evaluate factual knowledge and prob-
lem-solving skills offers excellent reliability (Ep-
stein & Hundert, 2002). Reliability increases as the 
number of test questions focused on a single task, 
skill or knowledge area increases.

The development and use of a defensible test 
blueprint facilitates reliability by guiding the quanti-
ty, quality and types of test questions developed for 
each task, knowledge or skill area. The test blueprint 
is the basic framework that identifies both the tasks, 
knowledge and skills to be evaluated on the test, 
and the relative importance of these areas by dictat-
ing how many test questions 
on each of these areas should 
be presented (Professional 
Testing, 2006).

Evaluating the consistency of 
how the test questions that ad-
dress a particular task, knowl-
edge or skill area perform can 
provide a measure of reliability. 
In addition, the objective scor-
ing associated with multiple-
choice test items eliminates 
problems with scorer inconsis-
tency that can occur with scor-
ing essay questions (Van Der 
Vleuten, 1996), further improv-
ing reliability. Other factors 
that affect reliability of the test 
include controlling the testing 
environment to ensure that 
no distractions to test takers 
are present, providing appropriate lighting and sound 
levels, proctors to oversee the exam and ensure that 
no cheating occurs, and the quality and types of the 
test questions presented on the exam. 

Fair
Fairness of an exam is enhanced with rigor-

ous criteria for the quality of test questions. To be 
fair, test questions must represent an evaluation 
of knowledge truly reflecting the test blueprint 
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and should not evaluate knowledge of minutiae 
(McCoubrie, 2004). Trick items or those intended 
to deceive the test taker should be avoided. Items 
must also avoid gender and cultural bias, and avoid 
using colloquialisms or terms that may not be uni-
versally understood. Additionally, for some exams 
designed to attract a global audience, such as those 
offered by BCSP and American Board of Industrial 
Hygiene (ABIH), items should be focused on ap-
plication of best practices and not specific organi-
zational practices or government regulations. 

Practical
To be practical, the exam must be able to be 

administered and scored objectively, without in-
terpretation of answers or other extensive grading 
requirements. As with essay questions, the use of 
multiple-choice items eliminates subjective grad-
ing. Such questions are easily understood by test 
takers, and can be quickly and automatically grad-
ed. Multiple-choice questions facilitate administra-
tion and grading objectivity, and, therefore, are the 
evaluation method of choice for many professional 
credential exams resulting in accurate and highly 
practical testing.

Certification Examination Development Steps
As noted, the process for establishing and de-

livering an examination that is valid, reliable, fair 
and practical involves many steps and a multitude 
of SMEs, as well as extensive statistical evaluation 
(Figure 2).

Establish Tasks, Knowledge & Skills
The first step in the process is to establish what 

tasks, knowledge and skills in which the minimally 
qualified certification candidate should have com-
petency and, therefore, the tasks, knowledge and 
skills that the multiple-choice questions should 

evaluate. This is accomplished through a process 
called a job task analysis or role delineation de-
termination. The role delineation process involves 
gathering SMEs from a diverse set of industries, 
geographical locations and areas of practice who 
already hold the certification in review. This group 
of SMEs develops a list of tasks, knowledge and 
skills, grouped together under categories called 
domains, that it believes the minimally qualified 
candidate should know and possess to achieve 
the certification. The size of the SME group can 
vary between organizations, but for examinations 
administered by BCSP and ABIH, an average size 
is eight to 12 SMEs. Regardless of the group size, 
a critical factor is to ensure a diverse representa-
tion of the examination’s audience. The time the 
SME group meets and the process each group goes 
through can vary depending on the size of the ex-
amination and the organization, but an average 
activity can take 2 to 3 days.

Validate Tasks, Knowledge & Skills
Once a list is developed, a different and typically 

much larger group of SMEs who hold the certifica-
tion is surveyed as to the importance, criticality and 
frequency of use of the tasks, knowledge or skills 
identified in the job task analysis. This group of SMEs 
must be large enough to ensure that a statistically 
significant number of responses will be returned. 
This point is critical to ensure that the final knowl-
edge and skill statements determination statistically 
represent those actually performed on the job.

Based on the results of the survey, a list is de-
veloped of the important, critical and frequently 
needed knowledge and skills, along with the 
weighting of how important and how critical each 
is. However, if the results of the survey reveal that 
a particular knowledge or skill is less important or 
critical, or its use is less frequent than the original 
group determined, it is not included in the final list.

This final weighted list becomes the foundation 
for the examination blueprint. For most certification 
exams, these blueprints delineate major domains, 
or subject matter areas, with individual knowledge 
and skills required in those domains, and the rela-
tive importance of each domain and task/knowl-
edge/skill within that domain. This blueprint will 
then stipulate the number or percentage of ques-
tions (items) that should come from each domain 
and task/knowledge/skill area for the exam.

Write Test Items
Once the composition of the knowledge and 

skill requirements for the exam is determined 
through the development of the blueprint, another 
group of SMEs writes test questions that will ap-
propriately measure whether the minimally quali-
fied candidate has the requisite capability of having 
that knowledge or ability to perform the skill. For 
some examinations, SMEs work together during an 
item-writing workshop, wherein training on such a 
process is provided. Like the first SME group, the 
size of this group can vary, but an average size is 
eight to 12.
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The time the SME group meets and the process 
each group goes through can vary depending on 
the size of the examination, but an average item-
writing workshop may take 3 to 5 days. For other 
examinations such as the certified industrial hy-
gienist (CIH) examination administered by ABIH, 
SMEs can work independently using guidance 
provided on the item-writing process.

The process of writing an appropriate multi-
ple-choice question is not an easy task, as several 
factors must be considered in the development 
of questions. The first is that the items should 
do more than just test recall; they should reflect 
some understanding of the concepts (Haladyna, 
2004). Another factor is that many of the ques-
tions must be designed to evaluate whether the 
candidate possesses a skill required to perform 
a task.

Clearly, a hands-on evaluation would be a good 
way to measure whether a candidate possesses a 
particular skill, such as evaluating whether an em-
ployee has the skill to drive a forklift. However, 
hands-on evaluations are vulnerable to subjectiv-
ity by the rater and are not practical, so trying to 
translate such an evaluation to a multiple-choice 
question requires some thought. 

Haladyna (2004) suggests that to perform a 
skill, one must first know what to do, so testing 
for knowledge of procedures can be a measure of 
testing for a skill. Van Der Vleuten (1996) reports 
that problem-solving skills are closely related to 
knowledge, so evaluating knowledge can be an 
indirect measure of skills. Multiple-choice formats 
that involve scenarios also provide a good basis for 
evaluating critical-thinking skills (Haladyna, 2004) 
and provide a desirable mix of validity, reliability, 
fairness and practicality.

Armed with this background on format and a 
library of OSH resources, the SMEs are then ori-
ented on additional criteria that must be met for 
each item to be developed. For example, the body 
of the question (the stem) must clearly, completely 
present the question or problem, and the answers 
must be a logical extension of the stem (i.e., they 
must finish the sentence) without using a complex 
sentence structure. The stem must not contain any 
excess verbiage or teaching. As noted, items must 
avoid gender, cultural and vernacular bias. Items 
should reflect scholarly supported facts, concepts, 
principles and procedures, and should not be sub-
jective or opinion based (Haladyna, 2004).

In addition, item writers must avoid using words 
in the stem that also appear in the answers, called 
clang associations (Haladyna, 2004). With a clang 
association, a word or phrase that is part of the cor-
rect answer may be a clue to the test taker, but a 
word or phrase in an incorrect answer can be con-
sidered a trick question (Haladyna, 2004), which 
should be avoided. Finally, negatively worded ques-
tions must not be used (e.g., “which of the following 
are not . . .”; “all of the following except . . .”).

Therefore, the process for the item writer is to 
identify an area of knowledge or skill on the blue-
print, write an appropriate question and correct 
answer, and identify a scholarly reference to sup-
port that correct answer. The most difficult aspect 
of item writing then becomes the crafting of three 
wrong answers, called distractors, that go along 
with the test question. Distractors must be plau-
sible but must be clearly wrong answers.

A plausible distractor will look like a right an-
swer to those who do not possess the knowledge 
or skill (Haladyna, 2004). Distractors must be the 
same length, tense and complexity as the correct 

FIGURE 2
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answer. Typical errors that unprepared candi-
dates might make anyway can make good distrac-
tors (Haladyna, 2004), however, coming up with 
three of them can be extremely difficult. “All of the 
above” or “none of the above” may not be one of 
the distractors.

After the SME has developed an item addressing 
a particular domain and skill or knowledge area, 
with three plausible distractors and a reference 
source for the correct answer, the item is initially 
reviewed by a technical team that verifies proper 
grammar, spelling and punctuation. The item also 
receives an initial psychometric review.

When creating items in an item-writing work-
shop, a team of SMEs then reviews each question 
before sending it to the next level of evaluation. 
This working group double-checks to determine 
whether the item meets all of the established item-
writing criteria and evaluates whether the item is 
the correct difficulty level and is something that the 
minimally qualified candidate for that certification 
should know.

After the item passes this scrutiny, it is reviewed 
again by a technical writing team and a psychome-
trician reviews each item based on best practices 
for question design. A psychometrician is a per-
son trained in measurement theory who proposes 
and evaluates methods for developing new tests 
and other measurement instruments (Price, 2017). 
This process is performed until there is a sufficient 
quantity of items addressing the weighted value 
of each domain, task and skill that will number 
at least 250% of the items needed for a test bank 
(Haladyna, 2004).

Beta Test Exam Items
Before being used as a scored item on a certi-

fication exam, all test questions must pass a beta 
testing process. Each certification exam has a cer-
tain number of beta items that are not used in the 
determination of a candidate’s final score. For ex-

ample, for the certified safety professional exam, 
25 of the 200 questions are being beta tested, 
while for the CIH exam, 30 of the 180 questions 
are being beta tested and do not count toward the 
final score.

The results of responses to beta items are evalu-
ated before allowing those items to become scored 
items on a future test. Items that are found to be too 
easy, too difficult or misunderstood are reevaluated 
and may be either rewritten or removed. Beta test-
ing items prior to using them for final scoring is 
important to ensure that the item is clear, concise, 
fair and valid, and measures what it is intended to 
measure. (For a more detailed description of how 
beta testing is performed, see Marcham, Turn-
beaugh and Wright, 2017.)

This process of eliminating both the too easy and 
too difficult questions results in an entirely differ-
ent kind of examination than a standard academic 
exam typically administered in a high school or 
college course. By removing those very easy and 
very difficult questions from the pool, the remain-
ing questions are those that can truly differenti-
ate between candidates who possess the requisite 
knowledge and skills and those who do not. This 
results in a narrow distribution of questions fo-
cused around the core competency level of the 
minimally qualified candidate (Figure 3). 

Eliminating questions that all or nearly all can-
didates answer correctly is also an important con-
tribution as to why the cut score, or passing score, 
for an examination is relatively low (usually below 
70%) compared to a typical academic-style multi-
ple-choice examination (Marcham, et al., 2017).

Evaluate Test Items
So how is the passing score determined? The 

most commonly used methods for setting the 
cut score for certification examinations are the 
Angoff Method or the Modified Angoff Method 
(Price, 2017). In this process, yet another group 
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of representative SMEs review each exam ques-
tion and produce ratings based on whether a 
minimally qualified candidate would have the 
experience and knowledge to be able to answer 
the question correctly. Group size is similar to 
the previous SME groups. The amount of time 
this SME group meets and the process each 
group goes through can vary depending on the 
size of the examination, but an average cut score 
setting activity can take 2 days. The ratings are 
then evaluated by a psychometrician and an An-
goff cut score is calculated. (For a detailed de-
scription of how the Angoff Method is used, see 
Marcham, et al., 2017.)

Statistical Analysis & Evaluation
Validity and reliability of the examination are 

statistically evaluated annually and published. This 
validation process ensures that test scores can be 
interpreted and used properly (Haladyna, 2004). 
Such assurance of validity provides “the degree to 
which accumulated evidence and theory support 
specific interpretations of test scores entailed for 
proposed uses” (AERA, APA & NCME, 1999). The 
statistical evaluation ensures that the process to 
develop appropriate test questions functions prop-
erly. A yearly statistical analysis also allows for the 
test to be monitored and revised as best practices 
change and evolve over time.

The overall examination is scored psychometri-
cally, and each individual item is evaluated on dis-
crimination and difficulty. Discrimination identifies 
how well an item distinguishes between candidates 
who score well on the exam and those who do not. 
Difficulty represents the percentage of candidates 
who chose the correct answer. If the items are too 
easy, too difficult or keyed incorrectly, they must be 
reevaluated by SMEs for relevancy.

An example of an item that might be retained for 
relevancy is one that does not meet the required 
range for difficulty (e.g., it is too easy) but it as-
sesses a key skill that must be included in the exam. 
If the item’s relevancy is not critical, that item will 
be removed from the exam and replaced by a beta 
item from the same domain and task rating that 
has proven to meet the requisite criteria for inclu-
sion. If questions are removed from an exam, the 
exam is then equated for a new passing score. An 
equating study confirms that a test taker who sits 
for the revised examination has the same chance 
to pass that examination as s/he would have had if 
s/he sat for the previous exam.

Conclusion
As outlined in this process, the examination de-

velopment procedure has come a long way from the 
days when test questions were simply written and 
submitted independently by those holding the cre-
dential. Given this deliberate and methodical pro-
cess, the most important thing for the test taker to 
remember is that the exam and every item within it 
are developed in a regimented, fair way. Thus, the 
examinee should read the stem and the answers 
at face value. Psychometrically developed exams 

are not intended to trick the test taker, but rather 
are designed to fairly test competency around the 
knowledge and skills outlined in the blueprint in a 
valid, reliable, legally defensible manner.  PS
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